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ABSTRACT 

 

 

The exponential expansion of digital data and advances in machine learning techniques present great opportunities 

for biodiversity research. This paper aims to explore the application of machine learning algorithms to analyze and 

interpret some biodiversity data pertaining to Class Insecta, specifically focusing on Order Odonata. This study 

seeks to demonstrate the power of machine learning in generating valuable insights that facilitate species 

identification and contribute to the advancement of conservation efforts. This paper encompasses the application of 

various machine learning algorithms to data from Class Insecta, Order Odonata, for classification, clustering and 

prediction tasks, and the evaluation of their performance.  
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INTRODUCTION 

 

 

Ecologists face a lot of challenges in conserving biodiversity. [1] Biodiversity conservation is essential for the 

functioning of ecosystems, the provision of vital ecosystem services, genetic resilience, cultural significance, 

economic benefits, ethical considerations, and scientific exploration. [2, 3] Protecting and managing biodiversity is 

crucial for the long-term well-being of both nature and humanity. Every species, regardless of its size or 

prominence, contributes to the overall functioning, stability, and resilience of ecosystems. Each species plays a role 

in ecological processes, trophic interactions, and genetic diversity, making them integral to biodiversity conservation 

efforts. The identification and classification of species are fundamental to biodiversity conservation. They provide 

the basis for understanding species diversity, informing conservation planning, monitoring, and assessing 

biodiversity, understanding ecosystem functioning, and developing legal and policy frameworks. Machine learning 

methods, computational algorithms designed to enable computers to learn from and make predictions or decisions 
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based on data without being explicitly programmed, have been increasingly used in understanding biodiversity and 

its conservation, including identification and classification of species. [4, 5, 6, 7] This paper applies various machine 

learning algorithms to biodiversity data of Class Insecta, Order Odonata, and assesses their performance while 

comparing them to one another. 

 

 

MATERIAL AND METHOD 

 

 

Methodology and Data 

Data on biodiversity is collected from two reliable and accessible online databases. Different machine learning 

techniques are applied to these data. The first database is The Odonate Phenotypic Database (OPDB), an online data 

resource for dragonfly and damselfly phenotypes (Insecta: Odonata) from all over the world. This database consists 

of a variety of morphological, life-history and behavioral traits, and biogeographical information collected from 

various sources in the literature. The database is accessible at www.odonatephenotypicdatabase.org/. OPDB consists 

of many attributes, but for this study were taken into consideration 15 attributes and 144 instances. Table 1 describes 

the attributes for a better understanding of the OPDB dataset. 

 

Table 1. Description of OPDB database 

 
No. Atribute Description 

1 GenusSpecies Taxonomy of record. Names are taken from the World Odonata List 

2 Genus Taxonomy of record. Names are taken from the World Odonata List 

3 Species Taxonomy of record. Names are taken from the World Odonata List 

4 Family Taxonomy of record. Names are taken from the World Odonata List 

5 SubOrder Taxonomy of record. Names are taken from the World Odonata List 

6 body_colors Visual perception of a body color (black, blue, brown, green, orange, red, yellow) 

7 body_colortypes How the color is produced physically (pigment, structural, pruinescence) 

8 body_patterns Patterns found on any part of the body  

(plain, striped, spotted, or a combination of above) 

9 continents What continents are populations known to exist (Afrika, Asia, Australia, Europe, north 

America, south America) 

10 aquatic_habitats The type of aquatic habitat that the adults primarily exist in and around (ephemeral, 

lake, pond, river, stream, wetland) 

11 body_lengths Total length (mm) 

12 hindwing_lengths Length of the hind wing (mm) 

13 wing_pigment_symmetry Do front and hind wings have color to an equal extent (symmetric pigment, hindwing 
more pigment, forewing more pigment) 

14 wing_pigment_color The colors present in the wing (brown, red, yellow, black, orange, iridescent, amber, 
prunescence, blue or multiple) 

15 wing_pigment_placement Where the pigment or color is located (basal, middle, tip, full, or multiple) 

 

The other database is a database dedicated to Dragonfly in some European countries (at the moment only Central 

European countries). This can be found at www.dragonfly-database.eu/adults. To study the Odonate Europe dataset, 

there are 13 attributes and 76 instances that were included in the implementation of machine learning algorithms. 

Table 2 describes the attributes for a better understanding of this dataset. 

 

 

 

http://www.odonatephenotypicdatabase.org/
https://d.docs.live.net/a6bc416255d10f97/Documents/www.dragonfly-database.eu/adults
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Table 2. Description of Odonate Europe Database 

 
No. Atribute Description 

1 Suborder Taxonomy of record 

2 Family Taxonomy of record 

3 Species Taxonomy of record 

4 Abdomen length –Max Maximal adult body length in milimeters 

5 Abdomen length – Min Minimal adult body length in milimeters 

6 Body size – Max Maximal adult body size in milimeters 

7 Body size – Min Minimal adult body size in milimeters 

8 Coloration Coloration of body 

 (metallic green/blue, azure blue, red, dark, yellow/dark) 

9 Wingspan – Max Maximal wingspan in milimeters 

10 Wingspan – Min Minimal wingspan in milimeters 

11 Flight period – Start The start of the flight period in months 

12 Flight period – End The end of the flight period in months 

13 Flight period duration The flight period duration in months (numeric) 

 

Before applying machine learning algorithms, first we performed removing or correcting incomplete/inconsistent data, 

as well as formatting the data into a usable format for applying machine learning algorithms. After cleaning and 

preprocessing is complete, the data is ready for exploration and visualization. The Machine Learning process can be 

broken down into the following phases: Problem Definition, Gathering Data, Data Preparation & Preprocessing, 

Feature Extraction, Dataset Testing and Performance Evaluation as shown in Fig.1.  

 

 
Figure 1. Steps of Machine Learning Process. 
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Machine learning techniques 

 

Data Visualization techniques  

To gain insight into the distribution and patterns of biodiversity, it is important to visualize data with the help of 

graphs or plots for a qualitative understanding of the different characteristics and hidden relationships among 

attributes, which is not possible by simply looking at the datasets. This is part of data pre-processing step which is 

the most time-consuming phase. By using visual elements, we quickly identify the trends, and this helps in data 

cleaning, selecting variables and data reduction. These techniques help to get an overview of the distribution of each 

separate attribute in the dataset and relationships between them.  Figure 2 shows an example of scatter plot 

visualization to review the pairwise relationships between two attributes (body_lengths and hindwing_lengths).  

 

 
 

Figure 2. Relationship between body_lengths and hindwing_lengths attributes. 

 

Identification and classification of species 

Techniques applied to datasets mentioned above are supervised (classification) and unsupervised techniques 

(clustering). Classification algorithms take a known set of input data and known responses to the data and train the 

model to generate reasonable predictions. Algorithms we applied for performing classification in two chosen 

datasets, include: decision tree, random forest, k-nearest neighbors, Naive Bayes, neural networks.  

Clustering algorithms are based on separating data categories by similar features. Two representatives of the 

clustering algorithms that we performed are the K-means and the expectation maximization (EM) algorithms.  

From the observations made after the implementation of all techniques, it was found that the classification 

algorithms have greater accuracy to be applied to these datasets. More specifically, table 3 and table 4 show the 

performance for the algorithms (Mean Absolute Error, Root Mean Squared Error, Relative Absolute Error, Root 

Relative Squared Error) with the highest precision that are applied at respective datasets: 
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Table 3. Performance of algorithms for OPDB dataset. 

 
 Naïve Bayes Multilayer 

Perceptron 

Decision Tree Random 

Forest 

k-nearest 

Neighbor 

MAE 0.0043 0.0009 0.0057 0.005 0.8841 

RMSE 0.0235 0.0021 0.0533 0.0313 0.0349 

RAE 5.1645% 0.3298% 41.2587% 36.5584% 13.2992% 

RRSE 11.9974% 0.5875% 64.233% 37.6539% 45.9897% 

 

Table 4. Performance of algorithms for Odoanta Europe dataset. 

 
 Naïve Bayes Multilayer 

Perceptron 
Decision Tree Random 

Forest 
k-nearest 
Neighbor 

MAE 0 0.0031 0.0745 0.0464 0.0069 

RMSE 0 0.0039 0.193 0.0591 0.0415 

RAE 0% 0.6975% 16.4989% 10.2763% 50% 

RRSE 0% 0.8225% 40.6749% 12.4649% 50% 

 

 

CONCLUSION 

 

 

This paper aims to demonstrate the potential of machine learning techniques in biodiversity understanding and its 

conservation. By leveraging these approaches, researchers and conservationists can benefit from improved species 

identification, enhanced understanding of ecological patterns, and more effective conservation strategies. Machine 

Learning Algorithms can contribute to the broader field of biodiversity research and pave the way for further 

advancements in data-driven conservation efforts. 
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